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A decisive role in my scientific career was played by my teacher, the outstanding Russian math-
ematician Anatolii Ivanovich Mal’tsev. After his decease, I faced great difficulties that I could have
hardly overcome without constant support from Sergei Ivanovich Adian. I consider it a great honor
to take part in this collection of scientific papers.

1. INTRODUCTION

After the famous studies by Codd (see [9, 10]), the relational model, in which a database is
considered as a finite set of finite tables, has become a generally accepted database model. Each
table has a predetermined number of columns with fixed names. The name of a table itself is also
fixed in advance. Only the number of rows and the rows themselves may change.

There exist several languages that are convenient to extract information on the data stored in a
database. The most popular (and, possibly, the only one as of late) language is the SQL language.
The description of the SQL standards and the methods of programming in SQL can be found in
many manuals, for example, in [18, 20–22].

It was noticed back by Codd that SQL is in fact a modification of the language of the predicate
logic. The main drawback of the old SQL standards is that there exist very easily recognizable
queries that could not be defined in the SQL. For example, the connectedness of a graph cannot be
defined by a formula of the predicate logic. This fact was pointed out back in [8]. Therefore, the
later SQL standards involve recursive queries.

Another well-known language is Prolog. However, it was noticed long ago that, possibly, the
strategy of bottom-up evaluation is more efficient compared with the strategy of Prolog; see, for
example, [13]. This is how the Datalog language appeared. As an independent section of logic
programming, Datalog has been developed since 1977 after the well-known symposium on logic and
databases (see [1]).

When negations are admitted in the rules, the meaning of the latter becomes ambiguous. A va-
riety of interpretations have been proposed for negations; however, none of them are satisfactory
enough. Therefore, a stratified Datalog has been developed, in which negations are admitted, but
only of those relations whose evaluation is already completed.
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When defining the elements of tables, one faces the problem of where these elements are taken
from. It is convenient to fix in advance a domain from which the elements of tables are taken. But
then it immediately becomes possible to use relations defined on this universe in the formulation of
queries. This has already been admitted in the first standards of the SQL. In this situation, a lot
depends on the choice of the universe.

Here we take the set of natural numbers as the universe. If we make such a choice, then the
answers to queries defined even by formulas of the predicate logic may not be finite tables. For
example, the query x > 2 has an infinite set as an answer. Kanellakis et al. (see [14]) suggested
considering finitely representable relations instead of finite tables. In this case, an answer to an
SQL query that, say, does not contain recursive calls is again finitely representable. By finitely
represented relations, these authors meant relations defined by quantifier-free formulas.

However, for a response to a finitely represented query to be finitely represented, it is convenient
to consider, along with the ordinary linear order, the so-called gap-orders <p for all natural p. In this
case, if one adds constants for all natural numbers and the relations x =p y for formulas x + p = y,
each formula becomes equivalent to a positive quantifier-free formula.

The third long-studied language is the language of fixed point logic.
This logic has been used by many authors (see, for example, [2–5, 7, 11, 12, 15]). One of the

main results here is the exact characterization of queries that are computable in polynomial time
as queries defined by formulas of fixed point logic (the Livchak–Immerman–Vardi theorem). The
distinctive feature of our approach is that we consider a structure that is not finite. Therefore, not
every operator of a fixed point gives a result. In some cases, the process may never end.

In a sense, the mutual translatability of the formulas of fixed point logic and of stratified Datalog
programs is also well known (see, for example, [15]). The specific feature of our consideration is
that the object domain is infinite.

Here we prove that for a certain choice of definitions, all the three languages have the same
expressive power.

2. DATALOG

We consider the set ω = {0, 1, 2, . . .} of natural numbers together with the relation < of usual
linear order and with a distinguished element 0. Along with the relation <, we will also consider
relations <p for fixed positive integers p. Here x <p y denotes that (x+ p) < y; in other words, this
means that there are p distinct numbers between x and y that are different from x and y. By x <0 y
we just mean x < y. Let x =i y for a positive integer i be an abbreviation for x <(i−1) y &¬x <i y.
Let x =0 y be x = y. Although 0 and these relations <p and =p are defined on this linearly
ordered set of natural numbers by formulas of the predicate logic, we add them in order that each
formula in the enrichment thus obtained be equivalent to a quantifier-free formula that does not
contain negations. Here and below, by a formula we mean a formula of the predicate logic (see, for
example, [19]) that does not contain implications. All the other terms and notations, which are not
explained here, are also borrowed from [19].

Lemma 2.1. In the system (ω, 0, {=p, <p | p ∈ ω}), each formula is equivalent to a quantifier-
free formula that does not contain negations. In the system (ω,=, {p,<p | p ∈ ω}), each existential
formula that does not contain negations is equivalent to a quantifier-free formula that does not
contain negations.

Proof. As usual, it suffices to consider the case of a formula of the form (∃x)Φ, where Φ is a
quantifier-free formula. It suffices to consider only the case when Φ is a conjunction of basic formulas
(in other words, atomic formulas and negations of atomic formulas). However, the negation of the
formula x < y can be replaced by y < x ∨ y = x, and the negation of the formula x <p y for p > 0
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can be replaced by
y < x ∨ y = x ∨ x =1 y ∨ . . . ∨ x =(p−1) y.

There exist a finite number of different possibilities for the mutual disposition of the free variables
encountered, x, and 0. If x falls into the interval between y and a free variable z (in this case,
y may be either a free variable or 0), then it suffices to remove the quantifier with respect to x,
appropriately correcting the distance between y and z. �

Formulas that do not contain negations are said to be positive.
Let Σ = 〈0, {=p, <p | p ∈ ω}〉.
Atomic formulas of signature Σ0 = 〈=, {p,<p | p ∈ ω}〉 are called atoms.
In what follows, we consider a finite set of symbols of relations with the number of argument

places (the arity) of each symbol specified. These symbols are called input or external symbols, by
which we mean that the interpretations of these symbols represent the information stored. In other
words, we are given a database. The above-mentioned finite set of symbols of relations with the
arity of each relation specified is called a scheme of this database.

To write a stratified Datalog program, one needs another finite set of symbols of relations that
does not contain input symbols. These symbols of relations are called internal symbols or internal
names. For each internal symbol, the number of argument places is also specified. Sometimes
internal symbols are divided into output symbols, which contain the result of a program, and
intermediate symbols, which serve for storing intermediate results. All internal symbols are split
into ranks. The ranks start from 1 and include several consecutive natural numbers. There always
exist internal symbols of rank 1. Internal symbols of rank (i + 1) exist only if there exist internal
symbols of rank i. There also exists an infinite set of object variables. As usual, object variables
can be interpreted as words in an alphabet, for example, consisting of | and x. For example, x is a
variable, and if y is a variable, then y| is also a variable. However, naturally, a specific method of
representing variables is not essential.

The meaning of the ranking is that we consider a stratified negation. One can use the negation
of an internal name, but only after completing the calculation of the value of this name.

The formal definition is as follows. A stratified Datalog program is a finite sequence of rules.
Each rule consists of a head and a body.

The head of a rule has the form P (x1, . . . , xn), where P is an internal n-ary symbol and x1, . . . , xn

is a sequence of pairwise different variables. The rank of a rule is the rank of the symbol P . We
refer to P as the name of the rule.

The body of a rule is either empty or consists of a finite sequence of formulas. Each formula in
the body of a rule has one of the following forms:

• an atom;
• Q(y1, . . . , yk), where Q is an external k-ary symbol and y1, . . . , yk is a sequence of variables;
• Q(y1, . . . , yk), where Q is an internal k-ary symbol whose rank is not greater than the rank of

the rule, and y1, . . . , yk is a sequence of variables;
• ¬Q(y1, . . . , yk), where Q is an internal k-ary symbol whose rank is strictly less than the rank

of the rule, and y1, . . . , yk is a sequence of variables.
Usually, the head of a rule is separated from the body by the sign ←.
It is not required that each variable entering the body of a rule should enter its head. Let us

consider a tuple of values of the variables of the head of a rule. The meaning of a rule is that if
all formulas of the body become true for some values of the variables that do not enter the head of
the rule, then this tuple of values of the variables of the head is included in the interpretation of
the name of the rule. The formal definition of the operation of a stratified Datalog program is as
follows.
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By a finite representation we mean assigning a positive quantifier-free formula of signature Σ0

to each external symbol of a relation, provided that the number of different variables contained in
this formula is not more than the arity of this symbol. We assume that the variables are ordered
(for example, by the number of | after the first letter if the variables are given by words starting
with this letter followed by the symbols | ). Adding, when necessary, conjunctive terms of the form
z = z, we can assume that the number of different variables in the assigned formula is equal to the
arity of the external symbol under consideration. For definiteness, we assume that the first variable
gives the value of the first coordinate of the relation, the second variable, the second coordinate,
etc., and the last variable, the last coordinate. Note that each finite table can certainly be finitely
represented. Indeed, the tuple (i1, . . . , ik) is represented by the formula (x1 = i1 & . . . & xk = ik).
A table of a finite number of rows can be represented by a disjunction of such formulas.

We consider a linear order on the variables, assuming that the variables are numbered by natural
numbers and that this order is induced by the order on the numbers of variables. We denote this
order relation by the symbol <. It is clear that this does not lead to confusion with the order on
the values of these variables.

Here and below in similar situations, we assume that x1 < . . . < xk. This means that the
number of x1 is always less than the number of x2, the number of x2 is less than the number of x3,
etc., and the number of xk−1 is less than the number of xk. The expression Q(y1, . . . , yk) implies
that the arity of Q is equal to k, that y1 < . . . < yk in the order on the variables, and that the list
y1, . . . , yk is the list of all variables entering the formula Q(y1, . . . , yk). The formula Q(y1, . . . , yk)
is true for a given tuple (i1, . . . , ik) of natural numbers if this formula is true when y1 takes the
value i1, . . . , yk takes the value ik.

A state of a database is a certain finite representation of this database. A state σ of a database
assigns a formula σ(R) to each external symbol R. The initial state assigns empty sets of tuples
of natural numbers to all internal symbols; the external symbols are assigned formulas that do
not change during the operation of the program. The sets assigned to internal symbols increase
according to the following rules.

The program runs step by step. The steps are numbered by pairs (i, j) of positive integers. The
first step is numbered by the pair (1, 1). At step (i, j), the sets assigned to the internal symbols of
rank i are changed. The pairs (i, j) are ordered lexicographically.

For a given tuple (i1, . . . , ik) of natural numbers and a k-ary symbol Q, the formula Q(y1, . . . , yk)
is said to be true if this tuple is included at this step in the set of tuples assigned to this symbol. Any
external symbol is assigned the set of tuples on which the formula assigned to this symbol is true.
For a given tuple (i1, . . . , ik) of natural numbers and a k-ary symbol Q, the formula ¬Q(y1, . . . , yk)
is said to be true at step (i, j) if Q is an internal symbol whose rank is less than i and this tuple
was not included at the previous steps in the set of tuples assigned to this symbol.

If it turns out at step (i, j) that there are no internal symbols of rank i, then the program
terminates. The result of the program consists of the sets assigned to internal symbols. Otherwise
only the sets assigned to internal symbols of rank i may change at step (i, j).

Let P be an internal n-ary symbol of rank i. A tuple (j1, . . . , jn) is included at step (i, j) in the
set assigned to the symbol P in the following cases:

• if this tuple was included in the set assigned to this symbol earlier;
• if the program contains a rule

P (x1, . . . , xn) ← Φ1 . . . Φm

and one can choose natural numbers as the values of variables that do not enter the head
of this rule in such a way that, after assigning x1 the value j1, . . . , xn the value jn, all the
formulas Φ1, . . . ,Φm turn out to be true.
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If a tuple (j1, . . . , jn) is included at step (i, j) in the set assigned to the symbol P and this tuple
was not included in this set at the previous steps, then this tuple is added to this set. If no tuple
is added to any set at step (i, j), then the program goes to step (i + 1, 1). Otherwise the program
goes to step (i, j + 1).

Lemma 2.2. After step (i, j) (before executing the next step), every set assigned to an internal
symbol can be defined by a quantifier-free positive formula of signature Σ. Moreover, after step (1, i),
every set assigned to an internal symbol can be defined by a quantifier-free positive formula of
signature Σ0.

Proof. The lemma is proved by induction. Before step (1, 1), the assertion of the lemma
obviously holds. If this assertion holds before a certain step, then it is also valid after this step.
This follows from Lemma 2.1. The point is that each rule with name P changes only the formula
assigned to this P . In this case, this formula is replaced by a disjunction of this formula and some
other existential formula of signature Σ. �

Thus, if the program terminates, then the result of the program is a certain set of quantifier-
free positive formulas of signature Σ. It is this fact that justifies the use of positive quantifier-free
formulas instead of finite tables, because the result of a Datalog program for finite tables may not
be a set of finite tables, but is always given by a set of positive quantifier-free formulas.

If all internal symbols have rank 1, then the program always terminates (see [6, Theorem 4.1]).
Since we consider a somewhat different situation and the formulation and proof of Theorem 4.1
in [6] are presented not quite accurately, here we give a full proof.

A Datalog program is said to be nonstratified if either all internal symbols have rank 1 or the
internal symbols are not assigned ranks at all. This term is generally accepted. If internal symbols
are not assigned ranks at all, we will assume that all internal symbols are assigned rank 1. A Datalog
program is said to be safe if it terminates for every state.

Theorem 2.3. Every nonstratified program is safe.
First, we recall two well-known facts whose proofs are given, for example, in [6] (see facts 4.3

and 4.4 there). We consider a partial order on finite sequences of natural numbers of the same
length. Of two different sequences of this kind, we consider the first to be the smaller one and the
second the larger one if each term of the first sequence is not greater than the corresponding term
of the second sequence. By the corresponding terms we mean the first terms, the second terms,
etc., and, finally, the last terms. In a given set of such sequences, a certain sequence is said to be
minimal (maximal) if this set does not contain a sequence smaller (larger) than the sequence in
question. Two such sequences are said to be comparable if one of them is smaller than the other.

Remark 2.4. In any set of finite sequences of natural numbers of the same length, the subset
of minimal sequences is finite.

Remark 2.5. Let k be a positive integer. Any sequence of pairwise different finite sets of finite
sequences of length k composed of natural numbers in which each sequence from each next set is
either incomparable to any sequence from the preceding set or is smaller than or equal to some
sequence from the preceding set is finite.

Proof of Theorem 2.3. The program employs a finite number of positive integers and a
finite number of variables for each name. Therefore, for each internal name, there exist only a finite
number of possible mutual dispositions of these variables and numbers. By a mutual disposition we
mean the conjunction of all true formulas of the forms x < y and x = y in which each of x and y is
either one of the numbers or one of the variables under consideration. Since there are only a finite
number of possible mutual dispositions, it suffices to prove that for a fixed internal name and a fixed
possible mutual disposition, there is a step of the program after which no tuples with this mutual
disposition are added to the set assigned to this internal name. Since there are only a finite number
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of possible values of each variable that do not exceed a certain number, for each mutual disposition
we will study the sets of values only of those variables that are greater than all the numbers. For
such a set, we will consider a tuple of distances between adjacent elements of the set and between the
least element of the set and the greatest number. In greater detail, let n be the greatest of all natural
numbers encountered in the program. Fix a certain possible mutual disposition of natural numbers
encountered in the program and the variables of the internal name under study. Let z1, . . . , zk be
the set of all those variables in the order of increasing values that are greater than n. Since we have
fixed the mutual disposition, this set is defined uniquely. With every tuple (d1, . . . , dk) of values of
z1, . . . , zk, we associate a tuple of natural numbers (d1−n, d2−d1, . . . , dk−dk−1). We call this tuple
the set of distances for the tuple (d1, . . . , dk). We call (d1, . . . , dk) a tuple with minimal distances
among a certain set of such tuples if the set of distances for this tuple is minimal (this set does not
contain another tuple whose set of distances is such that each of its coordinates is not greater than
the corresponding coordinate in the set of distances for the tuple under consideration). Similarly,
we say that a second tuple has greater distances than a first one if each coordinate in the set of
distances for the first tuple is not greater than the corresponding coordinate in the set of distances
for the second tuple.

Lemma 2.6. If, at some computation step (1, i), a tuple is included in the set of tuples assigned
to a certain internal name, then at this step all the tuples with greater distances are included in the
same set.

Proof. Let us examine what goes on at step (1, i). A tuple (j1, . . . , jn) is added to the set
assigned to some internal symbol P if there exists a rule

P (x1, . . . , xn) ← Φ1 . . . Φm

and one can choose natural numbers as the values of the variables that do not appear in the
head of this rule, in such a way that, after assigning x1 the value j1, . . . , xn the value jn, all
the formulas Φ1, . . . ,Φm turn out to be true. These formulas are either quantifier-free positive
formulas of signature Σ0 assigned to external symbols, or atoms, or quantifier-free positive formulas
of signature Σ0 assigned to internal symbols before executing the step (1, i). As already mentioned,
each rule with name P changes only the formula assigned to this P . In this case, the formula is
replaced by the disjunction of this formula and a certain existential positive formula of signature Σ0.
As pointed out in Lemma 2.2, this disjunction is equivalent to a quantifier-free positive formula of
signature Σ0. It remains to notice that if a quantifier-free positive formula of signature Σ0 is
satisfied by some tuple of natural numbers, then this formula is also satisfied by any tuple with
greater distances. But this is quite obvious. �

Therefore, it suffices to realize that no new tuples with minimal distances arise after a certain
step of the program. This fact follows from the remarks made above. �

Theorem 2.3 pertains to nonstratified programs; however, a stratified program can simulate the
operation of an arbitrary Turing machine and fail to terminate if this Turing machine does not stop
(see [17] for more details).

A Datalog program can define a transitive closure of an input relation. For example, for an
input binary symbol P and an internal binary symbol Q, the program may contain the rules

Q(x, y) ← P (x, y), Q(x, y) ← Q(x, z) P (z, y).

If P is arbitrary, then this program may not terminate; however, for a finitely represented P this
program will always terminate. This fact shows that Theorem 2.3 is not quite trivial. In particular,
it states that for a finitely represented binary relation the length of the minimal path between
two vertices in the corresponding infinite graph always does not exceed a preset natural number,
provided that there exists at least one path from the first vertex to the second.

PROCEEDINGS OF THE STEKLOV INSTITUTE OF MATHEMATICS Vol. 274 2011



COMPARISON OF EXPRESSIVE POWER OF SOME QUERY LANGUAGES 279

The following program is possibly the simplest one that does not terminate for a finitely repre-
sented P :

Q(x) ← P (x), Q(x) ← Q(z) z =2 x.

This program can be rewritten as a stratified program by assigning rank 2 to Q(x) and adding a
binary internal symbol Q1 and the rules

Q1(x, y) ← x <2 y, Q(x) ← P (x), Q(x) ← Q(z) z <1 x ¬Q1(z, x).

If P (x) is defined as x = 2, the program does not terminate. This shows that for the validity of the
assertion that nonstratified programs always terminate, by atoms we should mean atomic formulas
of signature Σ0.

A similar example shows that for Theorem 2.3 to hold, one should require that external symbols
be assigned quantifier-free positive formulas of signature Σ0. However, if we do not care about the
validity of Theorem 2.3, then external symbols can be assigned any formulas of signature Σ. This
will not extend the class of relations resulting from Datalog programs. In other words, any formula
of signature Σ can be obtained from a certain Datalog program with a set of quantifier-free positive
formulas of signature Σ0 as an input.

3. SQL

3.1. Simple cases. We propose a version of the SQL in which the elements of the rows in
the tables are taken from the set of natural numbers and, in addition to the names of tables, only
symbols of the signature Σ = 〈0, {=p, <p | p ∈ ω}〉 are used in queries. In this case, each natural
number p can be represented as x subject to the condition 0 =p x. As already mentioned, each
finite table is defined by some quantifier-free positive formula of signature Σ0. However, as before,
we will consider a more general case of an arbitrary quantifier-free positive formula of signature Σ0,
whose interpretation may not be a finite table.

In what follows, it is convenient to refer to quantifier-free positive formulas of signature Σ as
tables, and to the tuples of values of the variables in such a formula for which the latter is true as
the rows of this table.

So, we fix a finite set of symbols of relations with the number of argument places of each
symbol specified. We will call these symbols input or external symbols, bearing in mind that their
interpretations represent the stored information. In other words, we are given a database. Each
external symbol is assigned a quantifier-free positive formula of signature Σ0, and the number of
variables in this formula coincides with the number of argument places of this symbol. As already
mentioned, the variables are linearly ordered, and we assume for definiteness the first variable to be
the value of the first coordinate of the relation, the second variable, the second coordinate, etc., and
the last variable, the last coordinate. The assigned formulas may be arbitrary, but we assume that
the sequence of variables is fixed for every external symbol. In other words, we assume that the
names of columns in each table are preset. A variable is said to be assigned to an external symbol
or included in this symbol if this variable appears in the formula assigned to this symbol.

An SQL program results in a finite set of formulas.
For example, given a table R(x, y), we want to find the rows in which x <2 y. This can be done

by the following query:

select *
from R
where x <2 y

As a result, we obtain a table that contains those and only those rows of the table R in which
x + 2 < y.
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A formal definition is as follows.1 An SQL program is a finite sequence of queries. In the
simplest case, a query is defined as

∣
∣
∣
select <list of arguments>
from <name of table>

Here 〈name of table〉 is one of external symbols; 〈list of arguments〉 is a sequence of variables each of
which appears in the formula assigned to this external symbol. In a list of arguments, the arguments
are separated by a comma.

If a list of arguments represents all arguments arranged in the same order, one can write ∗
instead of the list of arguments.

If we wish to impose a certain condition on the resulting rows, we need the instruction where:
∣∣
∣∣
∣

select <list of arguments>
from <name of table>
where <condition>

As a condition, one can take any quantifier-free positive formula of signature Σ such that the
variables in this formula are encountered among the variables of the formula assigned to the external
symbol 〈name of table〉.

In a more complex case, a query is given by
∣
∣∣
∣∣

select <list of arguments>
from <list of tables>
where <condition>

Here 〈list of tables〉 is a sequence of external symbols. In the list of tables, external symbols are
separated by a comma. In this case, two different external symbols may have a common variable.
To distinguish from which table the value of this variable should be chosen, 〈list of arguments〉
represents a sequence of expressions of the following type, separated by commas:

〈external symbol〉.〈one of the variables assigned to this symbol〉 . (1)

Here 〈external symbol〉 must be encountered in the sequence 〈list of tables〉. In this case, 〈condition〉
is a quantifier-free positive formula of signature Σ whose variables are given by (1), where 〈external
symbol〉 is encountered in the sequence 〈list of tables〉. If a certain variable is assigned only to one
of the external symbols included in 〈list of tables〉, one can just write this variable in the sequence
〈list of arguments〉 without specifying to what external symbol it is assigned.

Sometimes it is convenient to give new names to the variables of the resulting table. For
example, to compare different fields of a row of the same table in the sequence 〈list of tables〉, it
may be convenient to repeat the same external symbol several times. In these cases, one can apply
the construction

∣
∣∣
∣∣

select <list of arguments>
from <list of tables>
where <condition>

where 〈list of tables〉 is a sequence of expressions of the following type separated by commas:

〈external symbol〉 〈new name for this symbol〉 . (2)
1In the definitions of SQL constructions, I often use the notation from the unpublished manuscript by S.M. Du-
dakov (see [23]). However, the situation considered here is, of course, different from that in [23].
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Here 〈new name for this symbol〉 is a new previously nonencountered external symbol, and 〈list of
arguments〉 is a sequence of expressions of the following form separated by commas:

〈new name of external symbol〉.〈one of the variables assigned to this symbol〉
as 〈new name for this variable〉 . (3)

Here 〈new name for this variable〉 is a variable that has not been used earlier. New names for
variables should be chosen so that different variables get different new names; 〈condition〉 in this
case is a quantifier-free positive formula of signature Σ whose variables have the form

〈new name of external symbol〉.〈one of the variables assigned to this symbol〉 . (4)

In this case, 〈external symbol〉 is encountered in the sequence 〈list of tables〉.
3.2. Grouping of data and aggregate functions. The grouping list is a list of fields sepa-

rated by commas. The semantics of the operator group by is as follows: all the rows are combined
into several groups so that each group is formed by the rows in which the values of all columns from
the grouping list coincide. Then, a single row is formed from each group.

To choose a single value from each group for some field, or to generate a new value, one applies
the following aggregate functions: max, for choosing the maximal value; min, for the minimal value;
and sum, for finding the sum in the group of values of a coordinate that is not included in the
grouping list. Another aggregate function, count(*), is used for calculating the number of rows in
a group.

If there are a finite number of rows in a group, then the definitions of these functions are obvious.
Otherwise, only min is defined. Anyway, all aggregate functions are defined for finite tables.

In view of these arguments, the most general form of a query without subqueries is
∣∣
∣∣
∣∣
∣∣
∣

select <list of arguments>
from <list of tables>
where <condition>
group by <grouping list>
having <condition1>

(5)

Here 〈list of tables〉 is defined, as before, as a sequence of expressions of the form (2) separated by
commas, and 〈grouping list〉 is a sequence of expressions of the form (4) separated by commas. The
expressions appearing in the grouping list are called elements of the grouping list; 〈list of arguments〉
is a sequence of expressions of the following forms separated by commas:

〈element of grouping list〉 as 〈new name for this variable〉 , (6)

〈aggregate function〉 as 〈new name for this function〉 . (7)

A variable appears in a query if and only if it has the form 〈new name for this variable〉 in expressions
of the form (6) or (7) from the sequence 〈list of arguments〉. In this case, 〈condition1〉 is a quantifier-
free positive formula of signature Σ whose variables have the form 〈new name for this variable〉 in
expressions of the form (6) or (7) from the sequence 〈list of arguments〉. In this case, 〈condition〉 is
a quantifier-free positive formula of signature Σ whose variables have the form (4), where 〈external
symbol〉 is encountered in the sequence 〈list of tables〉.

3.3. Operations on queries.
3.3.1. Union and intersection of queries. The arguments in set-theoretic operations on queries

are queries that contain the same number of variables. All the operations considered here have two
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arguments each. It is assumed that each variable appears in the first argument if and only if it
appears in the second.

The union of queries Query1 and Query2 is given by the query
∣∣
∣∣
∣
∣

(Query1)
union

(Query2)

The second of the two expressions
∣
∣∣
∣∣
∣∣
∣∣
∣

((Query1)
union

(Query2))
union

(Query3)

∣
∣∣
∣∣
∣∣
∣∣
∣

(Query1)
union

(Query2)
union

(Query3)

is considered as a contraction of the first.
For the intersection of queries Query1 and Query2, the construction intersect is used:

∣
∣∣
∣
∣∣

(Query1)
intersect

(Query2)

Just as in the case of union, when dealing with intersections of several queries, one may omit
parentheses.

The resulting query obtained either by a union or by an intersection contains those and only
those variables that appear in the first argument.

3.3.2. Representations. As before, the rank and the number of argument places are defined
for each internal symbol. The ranks start from 1 and include a few consecutive natural numbers.
There always exist internal symbols of rank 1. Internal symbols of rank (i + 1) exist only if there
are internal symbols of rank i.

A representation of a query is created by an operator create view of the form
∣∣
∣∣
create view <name of representation> as

<SQL-query> (8)

or of the form
∣
∣∣
∣
create view <name of representation> as

not <SQL-query> (9)

Command (9) requires that the name of a representation should be assigned a formula that is a
negation of the formula assigned to the given SQL query.

The name of a representation is a new internal symbol. Its arity is the number of variables that
appear in the query. A variable appears in a representation if and only if it appears in the query
that creates this representation. We assume that there exists a representation for every query.

When defining a query in (5), one can include in the sequences 〈list of tables〉 not only external
symbols of relations, but also the names of representations. Therefore, 〈list of tables〉 is now a
sequence of expressions of the following forms, separated by commas:

〈external symbol〉 〈new name for this symbol〉 , (10)

〈name of representation〉 〈new name for this representation〉 . (11)
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In the other definitions, one should write “〈external symbol〉 or 〈name of representation〉” instead
of “〈external symbol〉.”

This may give rise to recursive queries. However, the following conditions should be satisfied.
Define the rank of a representation as the rank of the name of this representation. A representa-

tion is used in another representation in cases (8) and (9) if the name of the former representation
is encountered in the sequence 〈list of tables〉 for the latter representation. A representation is used
in the union or in the intersection of representations if it is used in one of the representations that
are united or intersected.

It is required that the rank of any representation be not less than the rank of each representation
used in case (8) and be strictly greater than the rank of each representation used in case (9). The
rank of the union or intersection of representations must be strictly greater than the rank of each
argument.

3.4. Semantics. Recall that formulas assigned to elements of the sequence 〈list of tables〉 are
called tables. If there are several tables, then their tensor product is a table in which the number
of columns (the number of variables of the resulting formula) is equal to the sum of the numbers of
columns of the multiplied tables, while each row is obtained by combining a row of the first table
with a row of the second table, etc., and, finally, by combining with a row of the last table, and all
such combinations appear in the tensor product. Here, it is assumed that the multiplied formulas
do not have pairwise common variables, and the variables of the tensor product are all the variables
of the multiplied tables and only those variables. This means that the tensor product of tables is
defined by a conjunction of the formulas that define these tables.

A query is calculated step by step. The steps are numbered by pairs (i, j) of positive integers.
The first step is numbered by the pair (1, 1). At step (i, j), queries of rank i are calculated. The
pairs (i, j) are ordered lexicographically.

Before the beginning of calculations (before the first step), all queries are assigned empty sets
of tuples.

Suppose that before step (i, j) all queries are assigned quantifier-free positive formulas of signa-
ture Σ. At step (i, j), new values of the queries of rank i are calculated.

If a query of rank i is a union or an intersection of queries, then the resulting table contains
those and only those rows that enter at least one table or, respectively, both tables simultaneously.

Suppose that a query of rank i is given by (5). First of all, we compose the tensor product of
these tables. This tensor product has all the columns of the multiplied tables as its columns, while
its rows are all possible rows obtained from a row of the first table by adding a row of the second
table, etc., and, finally, by adding a row of the last table. From the table obtained, we take only
those rows that satisfy the formula 〈condition〉. In the resulting table, we group (combine) rows
with coinciding fields from the sequence 〈grouping list〉. In the table obtained, we leave only the
columns from the list 〈list of arguments〉. In the table obtained, we leave only the rows that satisfy
the formula 〈condition1〉. Then we combine the resulting table with the table assigned to the query
under consideration and obtain a table assigned to this query after step (i, j).

If a representation of rank i has the form (8), then this representation is assigned the same
table that is assigned to the query that creates this representation. If a representation of rank i has
the form (9), then this representation is assigned the negation of the relation that is assigned to
the query that creates this representation. Since the rank of this creating query is less than i, the
formula assigned to this query has already been found before step (i, j) and, hence, the negation
of this formula has already been found before this step. As already mentioned (Lemma 2.1), this
negation is also equivalent to a quantifier-free positive formula of signature Σ.

If no table is changed at step (i, j), then the program goes to step (i + 1, 1). Otherwise the
program goes to step (i, j + 1). If at step (i, j) it turns out that there are no internal symbols of
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rank i, then the program terminates. The result of the program is the tables assigned to internal
symbols.

Theorem 3.1. After each calculation step (i, j), the formulas assigned to internal symbols are
quantifier-free positive formulas of signature Σ.

Proof. Suppose that, before step (i, j), all queries are assigned quantifier-free positive formulas
of signature Σ. It remains to prove that the formulas obtained after step (i, j) are also quantifier-free
positive formulas of signature Σ.

Indeed, the tensor product of tables is defined by a conjunction of formulas that define these
tables; 〈condition〉 distinguishes from this conjunction the rows that are chosen. If we existen-
tially quantify the formula obtained with respect to the columns that are not included in the 〈list
of arguments〉, add columns corresponding to the included aggregate functions together with the
definitions of these functions, and leave only the rows satisfying the formula 〈condition1〉, then
we obtain the necessary formula. It remains to note that the aggregate functions are defined by
quantifier-free positive formulas of signature Σ.

So, for a given quantifier-free positive formula φ(x, y) of signature Σ and a given collection a of
natural numbers, we find the least b satisfying φ(a, b). The collections are ordered lexicographically.

First, we should write a rule that distinguishes, from among the collections z satisfying P (x, z),
those for which this set contains a smaller set in the lexicographic order. The complement of this
set distinguishes the minimal collection.

To determine the maximal collection, we should first write a rule that distinguishes, from among
the collections z satisfying P (x, z), those for which this set contains a larger set in the lexicographic
order. The complement of this set distinguishes the maximal collection. A set is finite if and only
if a maximal collection exists.

Let P (x, y) be an external symbol for the formula φ(x, y) (or an internal symbol of rank i for
the representation to which this formula is assigned). Consider the rules

Q(x, y, u) ← P (x, z) P (x, y) P (x, u) y <1 z z <1 u;

NOT Q(x, y, u) ← P (x, y) P (x, u) y <1 u ¬Q(x, y, u),

in which the internal symbol Q has rank i and the internal symbol NOT Q has rank (i + 1). In
these rules, <1 denotes an internal symbol of rank 1 to which a relation of lexicographic comparison
of collections is assigned. It is easy to define rules for calculating the values of this symbol. When
the length of the collection y is 1, there is one rule, and the body of such a rule is given by x < y.
It is clear that the validity of NOTQ(x, y, u) means that u is the collection following y in the
lexicographic order in the set of collections z satisfying P (x, z).

Now, when the set of collections z satisfying P (x, z) is finite, we can calculate the number of
such collections.

Preliminarily, we need the addition of natural numbers:

Sum(x, 0, x) ← ; Sum(x, y, z) ← u =1 y Sum(x, u, v) v =1 z.

To calculate the number of elements of the group, we introduce a function NUMBER(x, y, z). For
the minimal y, this number z is equal to 1. The next rule has the form

NUMBER(x, y, z) ← NOT Q(x, u, y) NUMBER(x, u, v) v =1 z.

It is clear that NUMBER(x, y, z) for the maximal y yields z equal to the number of elements of the
group. The sum of elements of a column for the group is calculated analogously.

This completes the proof of the fact that, after each step of calculation, all queries are assigned
quantifier-free positive formulas of signature Σ. �
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An SQL query and a stratified Datalog program are said to be equivalent if, for given values of
external symbols, they either yield the same result or do not terminate simultaneously.

The above proves the following theorem.

Theorem 3.2. For every SQL query, one can effectively construct an equivalent stratified
Datalog program. In particular, if each external symbol is assigned a quantifier-free positive formula
of signature Σ0 and a given SQL query stops, then an answer is given by a collection of quantifier-
free positive formulas of signature Σ.

The converse assertion is quite obvious and is proved by induction on the maximal rank used in
the program.

Theorem 3.3. For every stratified Datalog program, one can effectively construct an equivalent
SQL query.

4. FIXED POINT LOGIC (FPL)

We will consider formulas of the signature Σ1 = 〈Σ, Q
(n1)
1 , . . . , Q

(n�)
� 〉 that is obtained by enrich-

ing the signature Σ with additional ni-ary symbols of relations Qi for i = 1, . . . , �.
Let 〈Σ1, P

(n)〉 be the signature obtained by enriching the signature Σ1 with an additional n-ary
symbol of relation P . We consider formulas of signature 〈Σ1, P

(n)〉 in which the symbol P appears
positively. Recall that the symbol P appears positively in a formula if this formula either has the
form P (z1, . . . , zn), where z1, . . . , zn are variables, or is a disjunction of two formulas in each of
which the symbol P appears positively, or is a conjunction of two formulas in each of which the
symbol P appears positively, or this formula does not contain P .

We will consider algebraic systems of signature Σ1 whose support is the set of natural numbers,
the symbols Qi for i = 1, . . . , � are interpreted as quantifier-free positive formulas of signature Σ0,
and the conventions from the definition of a finite representation of a database are satisfied. In
other words, we are given a scheme and a state of some database.

For this state and a formula φ(x1, . . . , xn) of signature 〈Σ1, P
(n)〉 in which P appears positively,

we define a formula FP(φ)(x1, . . . , xn). We call the formula FP(φ)(x1, . . . , xn) a fixed point of the
formula φ(x1, . . . , xn) in the given state.

However, in fact we will consider a more general case. If an interpretation of a fixed point of
the formula φ(x1, . . . , xn) is already defined and is a quantifier-free positive formula of signature Σ,
then we extend the scheme of the database by adding an n-ary symbol of relation to the scheme Σ1

and enrich the state assuming that the interpretation of this fixed point is the interpretation of this
added symbol. The further definitions do not depend on at which step of extension of the database
scheme we are.

An interpretation of the formula FP(φ)(x1, . . . , xn) is constructed as follows. For a given state σ
of the database, the interpretation of FP(φ)(x1, . . . , xn) is

⋃∞
i=1 Pi, where P0 is empty and

Pi =
{
(a1, . . . , an) ∈ ωn | (σ, Pi−1, a1, . . . , an) |= φ(x1, . . . , xn)

}
.

Here the validity of (σ, Pi−1, a1, . . . , an) |= φ(x1, . . . , xn) means the validity of φ(x1, . . . , xn) in
(σ, Pi−1) for x1 = a1, . . . , xn = an. As explained in [19], the system (σ, Pi−1) is an enrichment of σ
in which the interpretation of the symbol P is given by the relation Pi−1.

According to the aforesaid, each Pi is defined by a quantifier-free positive formula of signature Σ.
Since φ(x1, . . . , xn) contains P positively, Pi+1 contains Pi for every i. Thus, if Pi+1 = Pi for some i,
then the interpretation of the formula FP(φ)(x1, . . . , xn) in the state considered is Pi for this i. If
the sequence of these Pi strictly increases (which would be impossible on a finite support), then the
value of the formula FP(φ)(x1, . . . , xn) is not defined.
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If the formula does not contain P , then its fixed point coincides with it in each state. Therefore,
each formula can be considered as a fixed point of some formula. The formulas thus obtained are
called formulas of fixed point logic.

The formulas can be ranked as follows. Formulas that do not contain fixed points have rank 0.
The fixed points of formulas of rank 0 have rank 1. Formulas that contain fixed points of rank 1
but do not contain fixed points of higher rank have rank 1. The fixed points of formulas of rank 1
have rank 2. In general, formulas that contain fixed points of rank i but do not contain fixed points
of higher rank have rank i. The fixed points of formulas of rank i have rank (i + 1).

If a formula contains fixed points, then the value of this formula may not be defined in some
states. According to the above, if the value of a formula is defined on a certain state, then this
value is a quantifier-free positive formula of signature Σ.

The following theorem is valid.
Theorem 4.1. For every formula of fixed point logic, one can effectively construct a stratified

Datalog program such that, for each state, the result of the program coincides with the value of the
given formula. The program constructed does not terminate for the above-mentioned state if and
only if the value of the given formula is not defined on this state.

The proof of this theorem is routine and is carried out by induction on the rank of the formula
considered.

The converse theorem is more informative. Its proof employs the fact, pointed out back in
Moschovakis’ book (see [16]), that induction on several parameters reduces in some cases to induction
on a single parameter. Therefore, we present this proof. Although our construction is not something
very original, in the present case it is incomparably simpler than Moschovakis’s general arguments.

Theorem 4.2. For every stratified Datalog program, one can effectively construct a set of
formulas of fixed point logic such that, for every state, the result of the program coincides with the
value of this set of formulas. Moreover, the program does not terminate for a given state if and only
if the value of the constructed set of formulas is not defined on this state.

Proof. Clearly, it suffices to consider the case of rules of rank i, assuming that, for internal
symbols of lower rank, the formulas of fixed point logic that define the values of these symbols have
already been constructed. Suppose given k internal symbols of rank i. Let m be the maximum
possible number of arguments in these symbols. If some of these symbols has less than m argu-
ments, we will assume that this symbol has precisely m arguments, repeating the last argument the
necessary number of times. Introduce a new (m + 1)-ary symbol Q of rank i.

Let Qj be an mj-ary symbol of rank i. We can assume that the head of every rule with name Qj

is Qj(x1, . . . , xmj ). Replace every rule with name Qj by a new rule with the head Q(x0, x1, . . . , xm)
and a body that includes the atom x0 = j, all the atoms that appear in the body of the rule under
consideration, and, in addition, all expressions of the following form that appear in the body of the
rule under consideration:

• Q(y1, . . . , yk), where Q is an external k-ary symbol and y1, . . . , yk is a sequence of variables;
• Q(y1, . . . , yk), where Q is an internal k-ary symbol whose rank is lower than i and y1, . . . , yk

is a sequence of variables;
• ¬Q(y1, . . . , yk), where Q is an internal k-ary symbol whose rank is lower than i and y1, . . . , yk

is a sequence of variables.

As regards the expressions of the form Q�(z1, . . . , zm�
) that appear in the body of the rule, where

Q� is an m�-ary symbol of rank i, instead of these expressions we include the following sequences
in the body of the new rule:

Q(z0, z1, . . . , zm�
, . . . , zm�

) z0 = �.
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Moreover, if m > mj, we add the sequence

xmj+1 = xmj . . . xm = xmj

to the body of the new rule. After these transformations, we have exactly one external symbol of
each rank.

Next, we replace the body of each rule by the conjunction of all elements of this body and then
consider the disjunction of the conjunctions thus obtained for all rules with name Q, which we
existentially quantify with respect to all the variables that do not enter the head of the rule. In
this way we obtain a formula whose fixed point gives the value of the new symbol Q of rank i. To
obtain the value of the old symbol Qj , it suffices to add a conjunction with x0 = j and, if m > mj ,
with (xmj+1 = xmj & . . . & xm = xmj ). �
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